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1.

(a) Let X : Ω → R be a random variable such that X ≡ 0, i.e. for any
ω ∈ Ω X(ω) = 0., Prove that σ(X) = {∅,Ω}.
(b) Let G := {∅,Ω}, and X : Ω → R be G-measurable. Prove that X ≡ c for
some constant c ∈ R.

Solution. (a) Let x ∈ R. We have

{ω ∈ Ω : X(ω) ≤ x} =

{
Ω, x ≥ 0,

∅, x < 0.

Thus, {∅,Ω} ⊆ σ(X). The other direction follows from the definition of a sigma
algebra.
(b) There is more than one way to prove this proposition; here we just provide
one particular proof. Since X is G-measurable, it follows that σ(X) ⊆ G =
{∅,Ω}. Pick an arbitrary ω0 ∈ Ω and for this ω0, we have that

{ω ∈ Ω : X(ω) = X(ω0)} ∈ σ(X) ⊆ {∅,Ω}.

Hence, either {ω ∈ Ω : X(ω) = X(ω0)} = ∅ or {ω ∈ Ω : X(ω) = X(ω0)} = Ω.
The former case is impossible by our construction and so the latter case yields
the result for c := X(ω0).

2.

Let (Ω,F , P ) be a probability space and let F = (Fn)n≥0 be a filtration. Given
an F-predictable process (Hn)n≥0, which is uniformly bounded, and an F-
martingale (Xn)n≥0, we define a process (Vn)n≥0 by

V0 := 0, Vn :=

n∑
k=1

Hk(Xk −Xk−1).
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Prove that (Vn)n≥0 is still an F-martingale.

Solution. V is F-adapted because each summand Hk(Xk − Xk−1) is Fn-
measurable for 1 ≤ k ≤ n.
Each Vn is integrable because each summand is integrable. Indeed, let C denote
the uniform bound for Hk, we have that

E[|Hk(Xk −Xk−1)|] ≤ C · (E[|Xk|] + E[|Xk−1|]) < ∞.

For the martingale property, it follows from linearity of conditional expectation
that

E[Vn+1|Fn] =

n+1∑
k=1

E[Hk(Xk −Xk−1)|Fn]

=

n∑
k=1

E[Hk(Xk −Xk−1)|Fn] + E[Hn+1(Xn+1 −Xn)|Fn]

=

n∑
k=1

Hk(Xk −Xk−1) + 0 = Vn.

where we have used that Hk(Xk −Xk−1) is Fn-measurable for 1 ≤ k ≤ n and

E[Hn+1(Xn+1 −Xn)|Fn] = Hn+1E[(Xn+1 −Xn)|Fn]

= Hn+1(E[Xn+1|Fn]− E[Xn|Fn]) = Hn+1(Xn −Xn) = 0.

3.

Let (Ω,F , P ) be a probability space and let F = (Fn)n≥0 be a filtration. Given
an F-submartingale (Xn)n≥0, we define

∆An := E[Xn|Fn−1]−Xn−1, ∆Mn := Xn − E[Xn|Fn−1], ∀n ≥ 1,

and

A0 = M0 = 0, An :=

n∑
k=1

∆Ak, Mn :=

n∑
k=1

∆Mk.

(a) Prove that (Mn)n≥0 is an F-martingale, and that (An)n≥0 is an increas-
ing F-predictable process.

(b) Prove that (Xn)n≥0 has the decomposition

Xn = X0 +Mn +An, ∀n ≥ 0.

(c) Let (An
1 )n≥0 and (An

2 )n≥0 be two F-predictable processes such that A0
1 =

A0
2 = 0. Prove that if (An

1 −An
2 )n≥0 is an F-martingale, then An

1 = An
2 , a.s. for

each n ≥ 1.
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(d) Deduce that the decomposition (1) is unique, i.e. if one has

Xn = X0 + M̃n + Ãn, ∀n ≥ 0,

for some F-martingale (M̃n)n≥0 and increasing F-predictable process (Ãn)n≥0

such that M̃0 = Ã0 = 0, then An = Ãn and Mn = M̃n, a.s. for each n ≥ 1.

Proof. (a) We will omit the arguments that M is F-adapted and that each
Mn is integrable. We only show the martingale property, which is the only
non-trivial part. The same goes for the rest of this problem.

E[Mn+1|Fn] =

n+1∑
k=1

E[∆Mk|Fn]

= E[∆Mn+1|Fn] +

n∑
k=1

E[∆Mk|Fn] = 0 +Mn = Mn,

where we have used

E[∆Mn+1|Fn] = E[Xn+1|Fn]− E[E[Xn+1|Fn]|Fn] = 0.

While for An, predictability follows from

E[Xk|Fk−1] ∈ Fk−1 ⊆ Fn−1 and Xk−1 ∈ Fk−1 ⊆ Fn−1

⇒∆Ak = E[Xk|Fk−1]−Xk−1 ∈ Fn−1.

⇒An =

n∑
k=1

∆Ak ∈ Fn−1

and it is increasing because

An+1 −An = ∆An+1 = E[Xn+1|Fn]−Xn ≥ Xn −Xn = 0.

(b)

X0+Mn+An = X0+

n∑
k=1

∆Mk+∆Ak = X0+

n∑
k=1

(Xk−Xk−1) = X0+(Xn−X0) = Xn.

(c) Denote Bn := An
1 −An

2 . On one hand, since it is predictable, we have

E[Bn|Fn−1] = Bn a.s.

On the other hand, since it is a martingale, we have

E[Bn|Fn−1] = Bn−1 a.s.

Hence, we have Bn = Bn−1 a.s. and the result follows as an immediate conse-
quence.
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(d) By the hypothesis,

Mn +An = M̃n + Ãn.

Rearranging gives
Mn − M̃n = Ãn −An.

Since both Mn and M̃n are martingales, it follows that Ãn−An is a martingale.
Hence by part (c), Ãn = An a.e. and so M̃n = Mn a.s. as well.
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